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I. EoCoE Final Conference 

1. Introduction

On the 17th and 18th of September 2018, the Energy-Oriented Centre of Excellence, 
EoCoE, hosted its Final Conference - Renewable Energy meets HPC, which took place at 
“The Cleopatra Hotel”, in Nicosia, Cyprus.  

The conference reviewed the main achievements of the EoCoE project after three years of 
operation and included several guest speakers from leading international institutes specializing 
in renewable energy modelling and HPC alike.  

Topics covered included EoCoE energy-related topics such as meteorology, wind farm 
optimization, photovoltaic energy, batteries and supercapacitors, hydrological modelling for 
geothermal and hydropower, nuclear fusion - the long-term baseload power alternative, and 
global systems modelling. On the HPC side presentations were covered parallel performance 
optimization, scalable linear algebra solvers, advanced numerical methods and programming 
methods and tools for Exascale. 

Among the external speakers that participated to the final conference, one can note: 
• Steve Hammond, Director of the Computational Science Center of the National

Renewable Energy Laboratory (NREL), USA. NREL is one of the US national labs and 
it is fully dedicated to renewable energies. The synergies with EoCoE are clear and the 
venue of S. Hammond for the whole conference has shown strong mutual interest.  

• Adel El Gammal, General Secretary of EERA. The presentation of EERA and the
perspective of strong and future collaboration between EERA and EoCoE were 
presented. This is of great relevance for the future of EoCoE. 

• Henrik Madsen, Head of section. DTU COMPUTE presented the use of AI and big data
to accelerate the transition to a fossil-free society 

• Jean Jacquinot, Senior Advisor to the DG Cabinet of Director-General, ITER
Organization presented the central role of simulation and the need for exascale for ITER 
and the future of fusion. 

All these presentations, and many others, have shown the relevance of the EoCoE 
consortium and its strong link with the global energy ecosystem. 

2. Videos

All the videos of the talks are available on the special event of the conference on the EoCoE 
website and on the EoCoE YouTube Channel.  

3. Organization

The conference has been organized by George Kirkos from the Cyprus Institute (EoCoE 
partner) and Nathalie Girard, Project Manager from CEA (coordinator). EasyConference, a 
private Cyprus company has been contracted by the Cyprus Institute to help the organization. 
Lots of tools have been created:  

- Registration form (by CNRS plateform) 
- A dedicated website to the conference 
- Special event on the EoCoE website 

https://www.eocoe.eu/events/final-eocoe-conference-cyprus
https://www.eocoe.eu/events/final-eocoe-conference-cyprus
https://www.youtube.com/channel/UCfgL4SiiztRrquNMRY_h8Nw
https://www.azur-colloque.fr/DR04/inscription/fr
http://www.cyprusconferences.org/eocoe2018/index.html
https://www.eocoe.eu/events/final-eocoe-conference-cyprus
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The event has been widely disseminated by the partners and the EoCoE mailing list that gather 
more that 300 people.  
 

4. Dissemination	material	
 

The dissemination material gave to all the participants included:  
- Conference handbook with the program and more information  
- EoCoE Badges 
- EoCoE pens 
- EoCoE bags 
- EoCoE flyers 
- Certificates of attendance signed by Edouard Audit (Project Coordinator) 
- Cyprus Touristic information (map, handbook)  
- Notebooks.  

See EoCoE dissemination material and pictures in appendix. 
More than 10 EoCoE posters were displayed in the conference room (See pictures in Appendix).  
 

5. Agenda	
	
16th	of	September	-	21:00	-	23:00:	Welcome	drink.	
	
17th	of	September	2018:		
9:00-9:10:	Prof	Costas	N.	Papanicolas	(CYI)	-	Welcome	
9:10-9:20:	Edouard	Audit	-	(CEA)	-	Introduction	
9:20-10:00:	 Steve	 Hammond	 (Computational	 Science	 Center	 at	 the	 National	 Renewable	 Energy	
Laboratory)	-	Driving	Advances	in	Energy	with	High	Performance	Computing	
10:00-10:30:	Paul	Gibbon	(FZJ)	-	Overview	of	EoCoE	application	support	activities	
10:30-10:50:	Massimo	Celino	(ENEA)	-	Materials	for	Energy	
10:50-11:20:	Coffee	break	
11:20-11:50:	Henrik	Madsen	(Technical	University	of	Danemark)	-	How	to	use	AI	and	Big	Data	Analytics	
to	Accelerate	the	Transition	to	a	Fossil-free	Society			
11:50-12:10:	Zacharia	Nicolaou	 (CYI)	 -	How	shortest-path	algorithms	accelerate	weather-forecasting	
simulations	
12:10-12:30:	Julien	Bigot	(CEA)	-	PDI,	a	library	to	decouple	applications	from	IO	concerns	
12:30-14:00:	Lunch	
14:00-14:40:	Adel	El	Gamma	(EERA)	-	The	european	energy	research	alliance		
14:40-15:10:	Pietro	Asinari	(Politecnico	di	Torino)	-	Multiscale	simulation	of	the	thermal	properties	of	
materials	for	energy	applications		
15:10-15:30:	Herbert	Owen	(BSC)	-	Computational	Fluid	Dynamics	for	Wind	Energy	
15:30-16:00:	Coffee	break	
16:00-16:40:	Mathieu	Lobet	(CEA)	-	High-Performance	Computing	at	Exascale:	challenges	and	benefits	
16:40-17:00:	Yvan	Notay	(ULB)	-	The	AGMG	solver	in	EoCoE	application	codes		
17:00-17:20:	Matthew	Wolf	(UBAH)	-Meso-scale	modelling	of	charge	transport	in	halide	perovskites	
17:20-17:40:	Sebastian	Lührs	(FZJ)	-	Parallel	I/O:	Benchmarking	and	common	pitfalls	
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17:40-18h10:	Steve	 Lisgo	 (ITER)	 -	Systems	 Analysis	 with	 Artificial	 Intelligence	 based	 Planet	
Gamification	
20:00:	Social	dinner.	
	
18th	of	September	2018:		
9:00-9:40:	 Jean	 Jacquinot	 (ITER)	 -	HPC	 needs	 on	 the	 path	 to	 controlled	 magnetic	 Fusion	 energy	
production	
9:40-10:00:	Yanick	Sarazin	(CEA)	-	Critical	outcomes	of	turbulence	and	transport	simulations	towards	
ITER	relevant	regimes	
10:00-10:20:	Bibi	 Naz	 (FZJ)	 -	Continental-scale	 high	 resolution	 terrestrial	 hydrologic	 modeling	 over	
Europe		
10:20-10:40:	Jonas	Berndt	(FZJ)	-	On	the	predictability	of	extreme	wind	and	pv	power	forecast	errors	-
an	ultra	large	ensemble	approach	
10:40-11:10:	Coffee	break	
11:10-11:40:	 Julien	 Harou	 (University	 of	 Manchester)	 -	Water-Energy	 system	 simulation	 for	
infrastructure	investment	analysis	
11:40-12:00:	Slavko	Brdar	(FZJ)	-	Performance	evaluation	of	various	accelerator	enabled	linear	algebra	
libraries	and	booster	architectures	through	MiniApps	
12:00-12:20:	Giorgio	 Giorgiani	 (CEA)	 -	Advanced	 numerical	 methods	 for	 plasma-edge	 simulations	 in	
tokamaks	
12:20-14:00:	Lunch	
14:00-14:40:	Jesus	Labarta	(BSC)	-	Best	practices	on	code	profiling	
14:40-15:10:	 Guido	 Huysmans	 (CEA)	 -	Simulations	 of	 magnetohydrodynamic	 instabilities	 and	 their	
control	for	ITER	
15:10-15:30:	Hervé	Guillard	(Inria)	-	Flux	aligned	mesh	generation	for	tokamaks	
15:30-16:00:	Coffee	break	
16:00-16:20:	Jeff	Cumpston	(FZJ)	-	Formulation	for	Optimization	under	Uncertainty	
16:20-17:40:	Urs	Aeberhard	(FZJ)	-	Computational	characterization	of	passivated	contacts	 for	silicon	
solar	cells		
17:40-17:00:	Andrea	 Galletti	 (Trento	 University)	 -	Modeling	 hydropower	 production	 in	 the	 Italian	
Alpine	region:	statistical	vs	physically-based	approach	
17:00-17:20:	Matteo	Valentinuzzi	 (CEA)	 -	Hybrid	kinetic-fluid	modeling	 of	neutral	 particles	 for	 ITER	
plasmas	
 

6. Registrants	and	participants	
 
Number of registrants: 66 
Number of participants: 58 
 
See here next page the signing sheet.  
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II. EoCoE Last Face-to-Face meeting 
	

1. Introduction	
	
The last Face-to-Face meeting of the EoCoE project has been mainly dedicated to organize the 
end of the project and the official reports. It tooks place in Cyprus the day after the last day of 
the EoCoE final conference, the 19th of September in the Cyprus Institute.  
	

2. Organization		
	
It was organised by George Kirkos and Nathalie Girard (Project Manager) in Cyprus Institute. 
It has been disseminated to all the project members.   
	

3. Agenda	
 
See next page.  
 

4. Registrants	and	participants	
 
Number of registrants: 51 
Number of participants: 33 
 
See here next page the signing sheet.  
 

5. Picture	
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WELCOME MESSAGE

Europe is undergoing a major transition, toward a more decarbonised, decentralised, digitised and 
sustainable energy system. Several workshops/initiatives  have shown that the energy sector needs 
vast computing resources to enable and foster this transition. Clearly, this can only be achieved by 
ensuring close cooperation with High Performance Computing (HPC) experts and centres to optimise 
and scale algorithms, provide access to new numerical libraries, system software and to provide code 
coupling frameworks for existing simulation models. These various initiatives are intended to inten-
sify a dialogue between the HPC community and the highly interdisciplinary communities involved 
in research on carbon-free energy production and storage, on micro-scale climate models and on 
models for terrestrial systems. 

Since October 2015 the EoCoE project has undertaken the ambitious task of building a network of 
experts with the necessary expertise in carbon-free energy and HPC computing applications. Now at 
the end of its first phase and before starting a new three-year funding period, the EoCoE consortium 
would like to share its progress and lessons learned while at the same time gathering advice on its 
future scientific and technical challenges. The project EoCoE is a partnership of eight countries and 
twenty-one partners. Its partners are strongly engaged in both the HPC and energy fields; a prereq-
uisite for the long-term sustainability of the Centre of Excellence EoCoE and for ensuring that EoCoE 
is deeply integrated in the overall European strategy for HPC and its Clean Energy commitments 
triggered by the COP21 Paris Agreement. 

This final EoCoE conference hosted at the Cyprus Institute will showcase the achievements of the 
EoCoE project together with invited guest speakers to obtain a broader global overview of HPC for 
energy. Thank you to all of you for participating and especially to CyI for hosting this meeting.

Edouard Audit Nathalie Girard  
Project Coordinator Project Manager

4
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Steve Hammond
Director of the Computational Science Center, NREL

NREL Computational Science Center

DRIVING ADVANCES IN ENERGY WITH HIGH PERFORMANCE COMPUTING
Abstract: Presentation of NREL activities

Paul Gibbon
Head of Computational Science Division
Juelich Supercomputing Centre (FZJ)

OVERVIEW OF EOCOE APPLICATION SUPPORT ACTIVITIES
Abstract: An strategy developed by the Energy Oriented Centre of Excellence (EoCoE) is presented for 
enhancing the performance of computational models used in a variety of renewable energy domains. Over 
the course of the 3-year project, 11 community codes were examined in detail and substantially enhanced 
through a sustained effort involving over 50 domain scientists and tuning experts. It was found that typ-
ical applications in this comparatively new sector exhibit a huge range of HPC maturity, from simple par-
allelization needs to near-exascale readiness. An essential part of this effort has therefore been the intro-
duction of a flexible, quantitative performance assessment of applications using the benchmarking tool 
JUBE to automatically extract up to 28 different metrics taken with several state-of-the-art performance 
tools. Hands-on workshops to establish this baseline status were consolidated by longer follow-up actions 
by joint code-teams comprising members of both developer groups and HPC centres involved with the 
EoCoE consortium. Examples of successes achieved with this strategy are given, together with an outlook 
on challenges faced for energy applications with next-generation, pre-exascale architectures.

Massimo Celino
Research Scientist, ENEA, Energy Technologies Department, 

 Information and Technology Division

MATERIALS FOR ENERGY
Abstract: Computational materials modelling plays a crucial role in the design of devices for efficient low 
cost energy generation and storage. Indeed materials modeling techniques can act as a powerful micro-
scope to characterize the atomic-scale chemical and physical processes to design new and improved mac-
roscopic device-scale properties. Not only high accuracy of models but also high performance computing 
(HPC) infrastructures, advanced ICT services and a tight collaboration among multidisciplinary experts 
are needed to impact deeply in the material science for energy sector at the European level. Within EoCoE 
a research line is fully devoted to the application-oriented design of materials at the nano-scale for more 
efficient devices for energy applications. New models and results in field of photovoltaics, supercapacitors 
and batteries will be presented.
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Henrik Madsen
Professor, Head of section. DTU COMPUTE  

Department of Applied Mathematics and Computer Science
Technical University of Denmark

HOW TO USE  AI AND BIG DATA ANALYTICS TO ACCELERATE THE 
TRANSITION TO A FOSSIL-FREE SOCIETY
Abstract: This talk describes a framework, called the Smart-Energy Operating-Systems (SE-OS), for con-
trolling the electricity load in future integrated energy systems using big data analytics, cyber physical 
models, IoT, IoS and cloud computing. We shall focus on methods based on big data analytics for charac-
terizing and enabling the energy flexibility in, e.g., buildings, supermarkets, wastewater treatment plants.  
A primary purpose of the SE-OS framework is to control the power load in integrated energy systems. But 
the framework can also be used for providing ancillary services (like frequency control, voltage control, 
and congestion management) for power networks with a large penetration of wind and solar power. The 
set of methodologies is based on grey-box modelling, forecasting, optimization and model predictive con-
trol for integrated (power, gas, thermal) energy systems. We will demonstrate that by carefully selecting 
the cost function associated with the optimal controllers, the system can ensure energy, cost and emis-
sion efficiency. Consequently, by using online-predicted values of the CO2 emission of the related power 
production, the framework provides a way to accelerate the transition to a fossil-free society.

Zacharias Nicolaou
Computational Scientist at CyI

Cyprus Institute, Cyprus

HOW SHORTEST-PATH ALGORITHMS ACCELERATE WEATHER-
FORECASTING SIMULATIONS
Abstract: Weather-forecasting codes include complex chemical mechanisms which describe a wide range 
of chemical processes in the atmosphere. Chemistry has a direct effect on the evolution of key prognostic 
variables which are of increasing interest to the energy industries. These include wind-speed, sun-shine 
levels, temperature etc. However, the numerical integration of all associated species presents a heavy 
computational workload, and most forecasting codes are ran without the chemistry component. In an 
effort to accelerate simulations including chemistry, a novel method namely Direct Relation Graphs, has 
been employed in order to reduce the chemical complexity of the system. Direct Relation Graphs identify 
strong relationships between key target species, and an efficient route-finding algorithm is then used to  
obtain the strongest path linking the set of target species. This results in a reduction in the total number 
of species solved for, and significantly accelerates forecasting simulations. Such accelerated simulations 
can be employed for producing enhanced weather-forecasts which are invaluable to the energy sector. In 
this talk, anintroduction to the method will be presented, as well as results from direct implementation of 
the method in a popular weather-forecasting code namely WRF-Chem.        
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Julien Bigot
Researcher 

lternative Energies and Atomic Energy Commission (CEA)

PDI, A LIBRARY TO DECOUPLE APPLICATIONS FROM IO CONCERNS
Abstract: In this talk, I will present the Parallel Data Interface (PDI), a declarative API to  decouple applica-
tion codes from the Input/Output strategy to use. I will present its plugin system that supports the selec-
tion of the best suited  existing IO library through a configuration file  in each part of the code depending 
on the hardware available, the IO pattern, the problem size, etc. I will demonstrate the advantage of this 
approach in term of software engineering and performance through the example of the Gysela5D code. 

Adel El Gammal
General Secretary

EERA
THE EUROPEAN ENERGY RESEARCH ALLIANCE 
Abstract: Adel El Gammal, Secretary General of the European Energy Research Alliance (EERA) will speak 
on the strategic interest of the Energy Research for High Performance computing. 

He will first present the activities of EERA and position them within the EU eco-system , highlighting the 
current and expected contributions of EERA to the EU Energy Transition and in particular, in the EC SET Plan.

Then, capitalising on the initial interactions of different members of EERA and  EoCoE over the last year, he 
will discuss possible options to materialise the collaboration between EERA and the EoCoE in the future.

Pietro Asinari 
Full Professor

Politecnico di Torino - Department of Energy 
MULTISCALE SIMULATION OF THE THERMAL PROPERTIES OF MATERIALS 
FOR ENERGY APPLICATIONS
Abstract: Multiscale simulation of the thermal properties of materials offers unique opportunities, but also 
remarkable challenges, for addressing the engineering needs of energy applications. In this talk, three ex-
amples will be discussed about (i) nanofluids, namely suspensions of nanoparticles (NPs), (ii) nanostructured 
materials for sorption heat storage and (iii) polymeric composite materials reinforced with carbon nanofillers. 
More specifically, the consequences of adding nanoparticles in traditional fluids will be analysed with regards 
to its impact on the macroscopic thermo-physical properties of the bare fluid. Moreover how molecular simu-
lations can be used for a better understating of transport phenomena occurring in the adsorption/desorption 
phases of sorption thermal batteries will be presented. Finally, the thermal properties of polymeric composite 
materials reinforced with carbon nanofillers will be investigated. For all these relevant cases for the energy 
sector, comprehensive multi-scale modelling approaches and the corresponding computational protocols by 
high performance computing (HPC) will be discussed.

Hebert Owen
Senior Researcher 

Barcelona Supercomputing Center (BSC)

COMPUTATIONAL FLUID DYNAMICS FOR WIND ENERGY
Abstract: Computational fluid dynamics (CFD) plays a vital role in the decision-making process before 
the construction of a wind plant, especially for complex terrain where simplified models cannot provide 
sufficient accuracy. CFD allows extrapolating measured data at a couple of masts to the whole region of 
interest. Thus helping to provide an estimate of the energy the wind farm will produce and guiding the 
positioning of the wind turbines.

Barcelona Supercomputing Center (BSC) collaborates with Iberdrola (https://www.iberdrola.es) on wind re-
source assessment. As part of this collaboration, the CFD version of code ALYA (https://www.Barcelona Su-
percomputing Center (BSC).es/es/computer-applications/alya-system) developed at Barcelona Supercom-
puting Center (BSC) has been adapted so that Iberdrola can use it as an alternative to commercial software 
for wind farm assessment.  This approach has several advantages. The wind farm assessment tool is based 
on ALYA, a code designed to run efficiently on supercomputers comprising many thousands of processors, 
which in turn permits simulations using significantly finer meshes than those possible with commercial code. 
Furthermore, since Barcelona Supercomputing Center (BSC) is the developer of ALYA, new models can rap-
idly be implemented and tested. RANS turbulence models are the standard approach for wind farm assess-
ment, but recently LES models are also being considered since they can become feasible with the advent 
of Exascale computers. In this talk, the improvement to the code obtained during EoCoE will be presented. 

Mathieu Lobet
Engineer

lternative Energies and Atomic Energy Commission (CEA)

HIGH-PERFORMANCE COMPUTING AT EXASCALE: CHALLENGES  
AND BENEFITS
Abstract: Today’s most powerful supercomputers reach a peak performance of 100 petaflops per second 
and an mean performance of 25 petaflops per second (average obtained over the 10 first most powerful 
supercomputers in the world). The next-generation exascale supercomputers will reach the exaflop com-
puting capacity. In the quest to achieve such a massive computing capacity, US, China, Japan and Europe 
have already announced their projects to build an exascale facility by 2020. However, the goal to realize 
it under 20 MWatt of power consumption is still a defying hurdle, particularly as the Sunway TaihuLight 
in China has almost reached this limit. Energy consumption is dominated by 2 main aspects: the com-
puting units and the network. Although many strategies have been developed in the recent past, such as 
artificially extending the Moore’s Law, retaining the energy consumption and speeding-up the network 
communications, today’s technologies will not be sufficient to overcome the exascale challenge. Exascale 
machines will have to face several obstacles, such as the management of an extremely large number of 
nodes, the design of an extremely efficient network and the development of an adequate software stack. 
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Nodes will be fat and heterogeneous with a significant number of energy-efficient cores coupled with ac-
celerators of different natures. Most suitable technologies are still under exploration, but the prototypes 
and intermediate machines will be available in the next few years progressively drawing the future of HPC. 
It is sure, however, that several different technologies will co-exist at the beginning until the best ones 
would prevail. In this regard, developers will have to adapt their codes on the most appropriate architec-
ture for their applications without restricting and locking themselves to a specific technology.

In this presentation, the Exascale computing challenge will be presented while keeping a look on current 
and forthcoming architectures. Exascale potential computing and accelerator technologies will be re-
viewed (CPU, GPU, FPGA, ARM) with the pros and the cons. We will then focus on programming challenges 
on very recent and future architectures. For this aim, some results from the Particle-In-Cell code Smilei, 
the Tokamak simulation code Tokam3X and the Material science code MetalWalls will be used as examples.        

Yvan Notay
Research Director, F.R.S.-FNRS 

Université Libre de Bruxelles (ULB)

THE AGMG SOLVER IN EOCOE APPLICATION CODES 
Abstract: AGMG is a linear system solver tailored for the very large systems arising from the discreti-
zation of scalar elliptic partial differential equations. AGMG is user friendly and of black box type. It can 
thus substitute any in house or direct solver, and may therefore be useful in the many simulation software 
codes based on partial differential equations. This includes several EoCoE application codes, and results 
obtained in these contexts will be presented, further highlighting the speed, the robustness and the scal-
abality of AGMG.  

Matthew Wolf 
Research Scientist

University of Bath, United Kingdom

MESO-SCALE MODELLING OF CHARGE TRANSPORT IN HALIDE 
PEROVSKITES
Abstract: The fundamental nature of charge carrier transport (band-like or polaronic), and the influence 
thereupon of various scattering mechanisms and defect distributions are of central importance to the 
operation of semi-conductor based devices. While there have been numerous investigations aiming to un-
derstand these effects in hybrid halide perovskites, there remains much to be understood. The structural 
and compositional complexity of perovskite based solar cells renders it extremely difficult to disentangle 
these effects, and theoretical simulations can provide valuable insights and predictions. So far modelling 
has focused on atomistic and continuum length scales, but a model bridging these scales, while taking into 
account all of the aspects described above, is lacking.

Here, we will describe a “device Monte Carlo” meso-scale model, based on well established semi-classical 
transport theory, which takes into account the band structure of the material, phonon and defect scat-
tering, and electrostatic fields arising from inhomogeneities in defect and carrier concentrations, using 
parameters derived from experiment and ab initio calculations. We will present the results of the applica-
tion of this model to charge carrier transport in hybrid halide perovskites, with a particular emphasis on 
current–voltage characteristics and the experimentally observed effects of changing defect distributions 
under illuminatation.

Steve Lisgo
Computational Plasma Physicist

Tungsten Divertor & Plasma-Wall Interactions Section
ITER Organisation

SYSTEMS ANALYSIS WITH ARTIFICIAL INTELLIGENCE BASED PLANET 
GAMIFICATION
Abstract: Avoiding the collapse of civil society is an interesting optimization problem, since adapting to 
climate change should be done without making the problem worse. Unfortunately, an efficient deploy-
ment of resource this century requires a good model for the future, which is lacking.

In an effort to address this issue, it is proposed that a world simulator be developed and packaged in a 
user-friendly game interface. Human and AI players control the population and advance to the year 2100, 
looking for positive outcomes, with observed trends used to guide real world decisions.

State-of-the-art environment and climate models are incorporated into the code chain via an integrat-
ed modelling infrastructure. A commitment to open collaboration is required from members of the HPC 
research community. Parallels with fusion reactor design, which is another exercise in complex system 
analysis, will be drawn.

Jean Jacquinot
Senior Advisor to the DG Cabinet of Director-General

ITER Organization

HPC NEEDS ON THE PATH TO CONTROLLED MAGNETIC FUSION ENERGY 
PRODUCTION
Abstract: Research on energy production from thermonuclear fusion of hydrogen isotope plasmas con-
fined by magnetic fields has changed scale during the last decade.  This was motivated by convincing 
results obtained with JET, the large European experimental device operating in Culham, UK as well as 
from research made in all developed countries. Thirty five countries grouped in 7 partners have now un-
dertaken to jointly construct and operate ITER, a 15 billion Euro machine, in Cadarache, Provence France. 
In addition, large new national programs have developed in Asia (China, India, Japan and Korea) and an 
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ambitious ‘broader approached program’ has been established between Europe and Japan. The need for 
Penta and even Exa scale HPC is becoming increasingly pressing for addressing a number of applications 
such as realistic simulations of self-organization driven by nonlinear turbulence in hot large plasmas, real 
time control using multiple actuators and data processing from more than 50 highly complex diagnostics. 
Although good success has already been obtained with HPC so far, it is clear that the increase of physical 
scale and the demands for precise understanding when moving towards large scale energy production 
justifies the request for the availability during this new era of much increased HPC power. 

Yanick Sarazin
Research Scientist. Research Institute on Controlled Magnetic Fusion

lternative Energies and Atomic Energy Commission (CEA)

CRITICAL OUTCOMES OF TURBULENCE AND TRANSPORT SIMULATIONS 
TOWARDS ITER RELEVANT REGIMES
In the route towards harnessing controlled magnetic fusion as a source of energy production, high per-
formance computing plays an important role. Three critical issues require dedicated numerical studies in 
view of securing and optimizing plasma discharges in next step machines like ITER: the issue of heat loads 
and plasma-wall interaction, the magneto-hydrodynamic (MHD) stability and dynamics of the magnetic 
configuration, and the overall energy confinement efficiency of the configuration, mainly governed by 
turbulence.

We will report on recent advances in these three topics, for which EoCoE has permitted to alleviate critical 
bottlenecks and to perform simulations closer to the ITER relevant parameter regime. The main results 
are detailed in the following. 

•   The 3-dimensional (3D) fluid code TOKAM3X reveals how the plasma properties are affected by the 
magnetic configuration at the edge. Moving from a limiter to an axi-symmetric X-point boundary strong-
ly modifies the heat load pattern on the divertor target plates, and leads to the spontaneous onset of an 
edge transport barrier. Also, the critical impact on transport of a realistic source of neutrals, coupled for 
the first time to a turbulence code, has been unraveled.

•   3D MHD simulations with the JOREK code have shown that the divertor heat flux pattern is strongly in-
fluenced by the flows which naturally develop at the edge. Importantly, they have also confirmed – and 
shed light on the associated physical mechanism – the experimentally reported possibility to control 
potentially threatening Edge Localized Modes (ELMs) by means of resonant magnetic perturbations.

•   5D simulations of turbulent and collisional transport with the gyrokinetic code GYSELA have been ex-
tended to the very core and the outer region, hence providing realistic boundary conditions. In that 
respect, the interplay between the core and the peripheral plasma region reveals essential in explaining 
the experimentally reported edge plasma turbulence. Also, numerical upgrades have permitted the im-
plementation of the kinetic response of the electrons – previously neglected – which opens the route 
to particle transport studies and the interplay between ion- and electron-driven turbulence regimes, 
relevant for ITER plasmas.

Bibi S. Naz
Research Scientist, Institute of Bio- and Geosciences Agrosphere (IBG-3)

Juelich Supercomputing Centre (FZJ), Juelich, Germany

CONTINENTAL-SCALE HIGH RESOLUTION TERRESTRIAL HYDROLOGIC 
MODELING OVER EUROPE
Abstract: Continental-scale hydrological research is becoming more important as climate variability and 
change, and anth  ropogenic impacts are increasing which can take effect over large spatial scales. Ac-
curate and reliable hydrologic simulations are important for many applications, such as water resources 
management, future water availability projections and predictions of extreme events. However, the accu-
racy of water balance estimates is limited by the lack of observations at large scales and the uncertainties 
of model simulations due to errors in model structure and inputs (e.g. hydrologic parameters and atmo-
spheric forcings). This leads to the need for physics-based high resolution large scale hydrological mod-
els. We present a high resolution (3 km) hydrological model of continental Europe using the integrated 
Terrestrial Systems Modeling Platform (TerrSysMP) to simulate continental-scale hydrologic estimates of 
soil moisture, surface runoff, discharge and total water storage. To evaluate uncertainties in our simulated 
estimates, the assimilation experiment was also conducted over a time period from 2000 – 2006 with 
the Community Land Model, version 3.5 (CLM3.5) integrated with the Parallel Data Assimilation Frame-
work (PDAF) over Europe. The model was forced with the high-resolution reanalysis COSMO-REA6 from 
Hans-Ertel Centre for Weather Research (HErZ). Using this modeling framework, the coarse-resolution 
remotely sensed ESA CCI soil moisture (SM) daily data were assimilated into TerrSysMP-PDAF. The impact 
of remotely sensed soil moisture data on improving continental-scale hydrologic estimates was analyzed 
through comparisons with independent observations including ESA CCI-SM, E-RUN runoff, GRDC river 
discharge and total water storage from GRACE satellite. The results demonstrate the potential of assimi-
lating satellite soil moisture observations to improve high-resolution hydrologic model simulations at the 
continental scale, which is useful for water resources assessment and monitoring.
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Jonas Berndt
Post-doc, Institute of Energy and Climate Research 

Juelich Supercomputing Centre (FZJ)

ON THE PREDICTABILITY OF EXTREME WIND AND PV POWER FORECAST 
ERRORS -AN ULTRA LARGE ENSEMBLE APPROACH
Abstract: Though infrequent by definition, extreme error events in numerical weather predictions and 
the consequent power predictions for wind and solar plants have disproportionately costly effects on grid 
stability and energy markets. The insufficient predictability of such events rests on limitations of state-of-
the-art numerical weather predictions systems and must therefore be furnished with likelihood, implying 
the operation of model ensembles. While such probabilistic forecasts give some insight about the expect-
ed model forecast error, present computational resources restrict operational meteorological ensembles 
to a small ensemble size, such that no good estimate of the likelihoods of more extreme, low probability 
events can be provided. Smaller ensembles also do not indicate whether such errors should more likely 
result in over- or undersupply events, which would inform the appropriate course of action to avert risk 
for operators and stakeholders.

Within the EoCoE project, we increase the sizes of meteorological ensembles from O(10) to O(1000) to 
accomplish an improved approximation of the probability density function. For this purpose, numerical 
weather predictions are calculated utilizing Ensembles for Stochastic Integration of Atmospheric Simula-
tions (ESIAS), a novel approach of an ensemble control system developed at Forschungszentrum Jülich 
that applies the Weather Research and Forecasting (WRF) Model and the particle-filtering technique for 
non-linear ensemble-based data assimilation. The resulting meteorological data are converted to power 
forecasts using two power models applied at Fraunhofer IEE, a physical grid model for regional wind fore-
casts and a probabilistic regional PV model for solar power production.

The ultra-large ensemble yield probabilistic forecasts with resolved higher-order statistics that indicate 
extreme error events. We use random sampling of the ultra large ensemble group to investigate how en-
semble size affects statistical indicators and what ensemble sizes may be sufficient for anticipating future 
extreme error events. Results are accomplished on the basis of a six-month period of reduced ensemble 
size and model resolution, with the full system being applied based on reasonable indication, yielding im-
plications for the establishment of an operational extreme forecast error warning system. 

Prof. Julien J. Harou
Chair in Water Engineering, School of Mechanical, Aerospace & Civil Engineering

University of Manchester, UK

WATER-ENERGY SYSTEM SIMULATION FOR INFRASTRUCTURE INVESTMENT ANALYSIS
Abstract: River basin development that appropriately allocates water for multiple purposes is key to the 
socio-economic development of many countries where demands for energy, irrigation, water supply, flood 
control and ecosystem services are increasing. This talk describes a decision-making approach for water-en-
ergy-food-environment (WEFE) system design. The approach aims to enable more transparent, efficient and 
effective decision-making  by evaluating and optimising interventions (new assets and/or policies) within 
complex interdependent human-environment systems. Early results demonstrate the benefits of co-design-
ing dams in conjunction with other water, energy, food, ecology (WEFE) resource systems considering their 
synergies and trade-offs.  As an application we consider the question of managing and planning investments 
in dams and systems of dams.  To this end we are building a suite of open software tools to help rapidly 
conduct such multi sectoral assessments. The goal is to enable users to build and share system simulation 
models and link them to design under uncertainty approaches. A key innovation proposed is to co-represent 
river basin and energy systems into a linked simulation that can optimise the role of hydropower within both 
water-food-ecology and energy systems. The planned outcome is a resource system design approach and 
associated tool set that helps understand how interventions like dams impact people, economies, and eco-
systems and enables achieving the SDGs in a warming and uncertain world.

Dr. Slavko Brdar 
Research Scientist, Institute for Advanced Simulation (IAS)

Juelich Supercomputing Centre (FZJ)

PERFORMANCE EVALUATION OF VARIOUS ACCELERATOR ENABLED LINEAR 
ALGEBRA LIBRARIES AND BOOSTER ARCHITECTURES THROUGH MINIAPPS
Abstract: Recently, hydrological simulations are required to run over continental domains at high reso-
lution over long time periods of time in order to analyze climatological impacts on soil and groundwater. 
Performing simulations at these time scales becomes computationally expensive, thus even small gains 
in solver performance can considerably reduce computing time and energy consumption. We inspect-
ed three different architectures to asses their efficiency. In order to avoid restructuring complex legacy 
codes for every specific architecture, we applied the concept of MiniApps. These applications focuse on 
the main computational kernel of an original code, which for many application breaks down into solving 
linear systems of equations. The Python-based ParFlow MiniApp builds a system of linear equations that 
is analogous to the system of linear equations of the original code and based on the two-point flux approx-
imation method for flow through a heterogeneous porous media. We employ PETSc solver bindings, which 
are readily available for CPU clusters, and on accelerated KNL and GPU clusters.
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Giorgio Giordani
Post-doc

lternative Energies and Atomic Energy Commission (CEA) 

ADVANCED NUMERICAL METHODS FOR PLASMA-EDGE 
SIMULATIONS IN TOKAMAKS
Abstract: The plasma-edge is the outer part of tokamak plasma, encompassing the outer core region until 
the plasma-facing components. Modelling the dynamics of the plasma-edge is crucial to enhance the per-
formance of the tokamak, in terms of confinement and heat transfer to the walls, and also to design optimized 
operation scenarios. In the IRFM, the 3D turbulent code TOKAM3X is developed to analyze the turbulent heat 
and mass transfer in the plasma-edge. TOKAM3X is designed to run in a massively parallelized environment. 
One of the most important bottlenecks of the code is the inversion of the so-called 3D vorticity problem, 
which allows computing the electric potential in the machine. This problem takes the form of an implicit 3D 
linear system corresponding to an extremely anisotropic elliptic operator. The EoCoE collaboration net-
work has allowed tackling this issue with new weapons, that is, three iterative solvers: an in house GMRES, 
the solver AGMG and Maphys, that have been tested in TOKAM3X. Preliminary results are very promising.  
In parallel, other activities of improvement of the code have been undertaken, including the development 
of a new numerical scheme based on a high-order discontinuous Galerkin scheme. This new scheme is 
based on non-aligned computational grids, and will introduce new capabilities in the landscape of fluid 
solvers for the plasma-edge, such as for example, the possibility of computing the transport during a 
magnetic equilibrium evolution. This will allow performing simulations of tokamak startup and control 
operations in realistic geometry for both the plasma and the reactor’s wall (a world-wide unique capabili-
ty), and it will also permit to enhance the consistency and flexibility of equilibrium-transport simulations.

Jesus Labarta
Director Of The Computer Sciences Department

Barcelona Supercomputing Center (BSC)

THE POP PROJECT 
Abstract: The talk will present best practices on performance analysis being promoted within the POP 
CoE project.The approach is based on reporting performance metrics with deep semantic implications 
that give insight on fundamental aspects of parallel and sequential behavior of programs. This methodol-
ogy provides a general framework for communication between performance analysts not specialized on 
the applications and their developers that results in precise suggestions on how to refactor applications 
towards a more efficient usage of the computing resources. We will show some of the deep analyses that 
can be performed on large production applications with the performance tools being used in POP.

Guido Huysmans
Research scientist European Commission (IRFM, CEA Cadarache)

Professor at Eindhoven University, ITER Scientist Fellow
European Commission

SIMULATIONS OF MAGNETOHYDRODYNAMIC INSTABILITIES AND THEIR 
CONTROL FOR ITER
Abstract: The main goal of the ITER project is to create plasmas producing about 500 MW of fusion power 
for 300-500s. With approximately 50 MW of power required to heat the plasma, this amounts to a power 
amplification of a factor Q=10. Extrapolation from current tokamak experiments show that a minimum size is 
required to obtain a Q=10 plasma. The toroidal ITER plasma will have a major radius of 6.2m and a minor ra-
dius of 2m. Due to its large size, the thermal energy (350MJ) will be much larger than current experiments.

Magnetohydrodynamic (MHD) instabilities, global instabilities of the magnetic structure of the plasma driv-
en unstable by the plasma pressure and current, can cause fast losses of the thermal plasma energy. A typ-
ical time scale is of the order of 1ms. Disruptions are characterised by a total loss of the thermal plasma en-
ergy within several milliseconds due to MHD instabilities. The more localised MHD instability, the so-called 
Edge Localized Mode (ELM), can cause a loss of 1-10% of the thermal energy within 1 ms. ELMs are occurring 
repetitively with a typical frequency of 1-100 Hz. In present tokamak experiments the effect of the fast MHD 
induced energy losses to the first wall of the machine are mostly tolerable. However in ITER the estimated 
heat fluxes for unmitigated disruptions and ELMs are likely to be beyond the melting limits of the plasma 
facing components. This imposes a strong requirement for the control of these MHD instabilities. 

The main method for control of disruptions is the injection of massive amounts of gas through the injec-
tion of shattered pellets (ice cubes). ELMs can be controlled through the application of small 3D magnetic 
field perturbations or through the injection of small pellets. 

Large scale 3D nonlinear simulations of these MHD instabilities are required, firstly, to improve our under-
standing of the detailed physics mechanisms of the instabilities and their control methods. Secondly, as 
ITER plasmas will be in a different plasma regime than current experiments, MHD simulations are required 
to extrapolate the control requirements towards ITER. The non-linear MHD code JOREK has been developed 
within the EU fusion program for this purpose. The code uses cubic finite elements to solve the MHD equations 
within the whole domain; from the main plasma up to the machine walls, including the effects of the metallic 
conducting structures and the magnetic field coils. Recent extensions include a discrete particle model to 
describe the evolution of neutrals, impurities and fast particles. The main applications concentrate on the 
physics of ELMs and disruptions and their control methods, including validation of the simulation results. 
Following an introduction to ITER and MHD instabilities, characteristic features of the JOREK code will 
discussed together with some recent illustrative applications.
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Hervé Guillard 
Senior Research  Scientist

Inria Sophia Antipolis Mediterranee

FLUX ALIGNED MESH GENERATION FOR TOKAMAKS
Abstract: Hervé Guillard, Jalal Lakhlili, Adrien Loseille,  Alexis Loyer, Boniface Nkonga, Ahmed Ratnani,  
Ali Elarif

The generation flux aligned mesh for tokamaks is a difficult task that is not easily automated and very  
often ask for manual intervention and specific expertise. This talk will present the work done in the  
framework of the EoCoE action to design and build a software for this task.

Jeff Cumptson
Research Fellow

Juelich Supercomputing Centre (FZJ)

FORMULATION FOR OPTIMIZATION UNDER UNCERTAINTY
Abstract: In this project, the Cyprus Institute has incorporated new methods for predicting aerosol con-
centrations in the local region in order to inform forecasts of direct normal irradiance suitable for use 
in concentrating solar power plant operational simulations. The forecast of DNI provided by the Cyprus 
Institute represent an error of up to 0.5% up to a time horizon of 48 hours.

RWTH Aachen used a suite of rolling DNI forecasts, provided by the Cyprus institute, on an hourly basis 
with a time horizon of two days, along with forecasts of electricity spot price data generated in-house us-
ing an ARIMA model that predicts spot prices based on historical spot price data, as input to the CSP plant 
scheduling optimisation model. The ARIMA model is accurate to within 10\% over a time horizon of two 
days. A plant controller heuristic was introduced in order to cope with deviations from the forecast input 
energy and associated optimal plant set point. The resulting simulated real-time operation of the power 
plant provided a schedule for plant operation that generated earlier in the day and shut down earlier in the 
evening. This may be the result of the limited forecast time horizon in comparison to the simulated ideal 
case. This may also be a result of limitation of the controller to deal with the uncertainties in the forecast 
data. Comparison of the real-time operation to the ideal case indicate that 98.7\% of the maximal possible 
revenue has been achieved for this case study.

Urs Aeberhard
Research Scientist, Head of Theory and Multiscale Simulation, IEK-5 Photovoltaik  

Forschungszentrum Jülich

COMPUTATIONAL CHARACTERIZATION OF PASSIVATED CONTACTS FOR 
SILICON SOLAR CELLS
Abstract: Passivated contacts are among the key design elements in high-efficiency silicon solar cell 
architectures such as the silicon heterojunction solar cell (SHJ) or the tunnel-oxide passivated contact 
silicon solar cell (TOPCon). In our contribution, we provide a computational approach to the microscop-
ic characterization of structural, electronic and dynamical properties at interfaces of crystalline silicon 
with both hydrogenated amorphous silicon and amorphous silicon oxide, as developed in the frame of the 
EoCoE project. The interface configurations are generated using ab initio molecular dynamics, and the 
electronic structure is analyzed based on density functional theory. Special focus is set on the identifica-
tion and characterization of localized states at the interfaces. For the case of hydrogenated amorphous 
silicon, the effect of high-temperature annealing is investigated. For the tunnel oxide architecture, the 
role of localized states in the transmission of charge carriers through the potential barrier is addressed. 
Mesoscale charge carrier dynamics (transport and recombination) at the hetero-interfaces is addressed 
using a state-of-the-art quantum-kinetic simulation framework implemented in the PVnegf code which 
was optimized in the EoCoE project.

Andrea Galletti 
Ph.D Student, Department of Civil, Environmental and Mechanical Engineering

Trento University (UniTrento)

PH.D STUDENT, DEPARTMENT OF CIVIL, ENVIRONMENTAL AND 
MECHANICAL ENGINEERING,TRENTO UNIVERSITY
Abstract: The Italian Alpine region holds the largest share of hydropower production potential in Italy, 
accounting for more than 75% of the total hydropower-based installed capacity, and hydropower itself 
satisfies around 20% of the daily electricity demand in Italy. Climate change will likely impact the poten-
tial hydropower production over the Alpine Region, but to date no large-scale, highly resolved models are 
available. The ability to provide detailed forecasts of spatial and temporal variability in hydropower pro-
duction potential is crucial in decision making processes, as they are needed both by stakeholders when 
planning their investments and by environmental agencies when planning new regulations and directives. 
Here we present two approaches to modeling hydropower production. The first is based on a preliminary 
correlation analysis performed between production data and other variables of interest such as electricity 
price, energy demand, observed discharge, which revealed that only discharge can be treated as a reliable 
predictor of hydropower production at the basin-scale. With this approach we were able to predict 78% 
of the total hydropower production in the Italian Alpine Region with a correlation of 0.5 or more in every 
basin. Coupling this approach with discharge time series obtained by hyper-resolved hydrological models 
(e.g. CLM-ParFlow) we were able to compare the predicted hydropower production with the observed 
time series. The second approach is referred to as physically based, as it fully models the interaction of 



INVITED SPEAKERS

20 21

INVITED SPEAKERS LIST

anthropogenic infrastructures with the natural hydrologic system. Full detail concerning geometry and 
operation specifics is given as input to the model, therefore in-depth data collection was necessary to 
fully characterize the system. The model (i.e. HYPERstream) is able to provide an estimate for hydropower 
production time series for every reservoir, and has already been validated with historical data, in a case 
study that will also be presented.

Matteo Valentinuzzi 
PhD Researcher

lternative Energies and Atomic Energy Commission (CEA)

HYBRID KINETIC-FLUID MODELING OF NEUTRAL PARTICLES FOR 
ITER PLASMAS
Abstract: Power exhaust is one of the major challenges of future Tokamaks such as ITER and DEMO. 
Because of the lack of identified scaling parameters, predictions for plasma conditions in the part 
of the device designed to handle the exhaust of power and particles (the divertor) usually rely on 
edge transport codes, which often consist of a fluid code for the plasma (like Soledge2D [1]) coupled 
to a kinetic Monte Carlo code (such as Eirene [2]) for the neutral particles (atoms, molecules and ra-
diation). The latter incorporates the complex atomic, molecular and surface processes characteristic 
of edge plasmas. The use of a kinetic description for the neutral gas stems from the fact that in most 
of the device volume the ratio of the neutrals’ mean free path to a representative physical length (the 
Knudsen number, Kn, which measures how “kinetic” the neutrals behave) is much larger than one. 
However, in the divertor region the situation can be very different owing to high density of the order 
of 1020-1021 m3 and low temperatures, below 5eV, especially for large machines as ITER or DEMO. 
In these regions i) the kinetic description is too detailed (locally Kn << 1) because neutrals are qua-
si-Maxwellian and ii) the Monte Carlo approach is very inefficient because neutrals undergo many col-
lisions (charge exchange, elastic collisions) before being ionized or leaving the highly collisional region.  
  
A hybrid kinetic/fluid model then becomes appealing for the neutral gas in order to synergize the speed of 
a fluid code with the precision of a kinetic description. In this presentation we will focus on a Two-Phases 
model [3] in which the atoms population is divided in two phases, fully fluid atoms and fully kinetic ones, 
coexisting in the whole domain. Additional processes connecting the two phases are introduced, mimick-
ing evaporation and condensation reactions. The rate coefficients for these processes are calculated from 
the background plasma, in such a way that kinetic neutrals entering in a highly collisional region conden-
sate into the fluid phase after a few collisions. This entails running the kinetic code, Eirene, at a much lower 
computational cost, together with a fluid code, here the one presented in [4]. Furthermore, simulations in 
ITER geometry show that the speed-up in the kinetic code is obtained while introducing only negligible 
differences in the solution of the coupled plasma-neutrals code
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Water-Energy system simulation for infrastructure investment 
analysis

11:40-12:00
Slavko Brdar (FZJ) 
Performance evaluation of various accelerator enabled linear 
algebra libraries and booster architectures through MiniApps

12:00-12:20
Giorgio Giordani (CEA) 
Advanced numerical methods for plasma-edge simulations in 
tokamaks

12:20-14:00 Lunch

14:00-14:40
Jesus Labarta (BSC)
Best practices on code profiling

14:40-15:10
Guido Huysmans (CEA) 
Simulations of magnetohydrodynamic instabilities and their 
control for ITER

15:10-15:30
Hervé Guillard (Inria) 
Flux aligned mesh generation for tokamaks

15:30-16:00 Coffee break

16:00-16:20
Jeff Cumpston (FZJ) 
Formulation for Optimization under Uncertainty

16:20-16:40
Urs Aeberhard (FZJ) 
Computational characterization of passivated contacts for silicon 
solar cells

16:40-17:00
Andrea Galletti (Trento University) 
Modeling hydropower production in the Italian Alpine region: 
statistical vs physically-based approach

17:00-17:20
Matteo Valentinuzzi (CEA)  
Hybrid kinetic-fluid modeling of neutral particles for ITER 
plasmas
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Nicosia is the capital of Cyprus; a status it has 
enjoyed for 1000 years since the 10th century, 
though its beginnings date back 5000 years to 
the Bronze Age. It lies roughly in the centre of the 
island in the Mesaoria Plain, flanked by the beau-
tiful northern range of Kyrenia Mountains with its 
distinctive ‘Pentadaktylos’ - the five finger moun-
tain. There are various suggestions as to the origin 
of the name Nicosia - or ‘Lefkosia’ In Greek - but 
the most likely one is linked to the popular tree, 
the tall ‘Lefki ‘ which once adorned the city.

Based in Nicosia are the Government head offices, 
Diplomatic headquarters and the cultural centre 
of Cyprus. The capital presents two distinct fac-
es: the old, original part of the city, surrounded 
by sturdy Venetian walls over 400 years old, and 
a busy modern metropolis which has a population 
of 171.000 together with the suburbs.

Within the large area, encircled by the strong bas-
tion walls that served to protect the town for cen-
turies, are many places of great historic interest.

The central Eleftheria Square links old Nicosia with 
the elegant modern city that has flourished outside 
the walls, where hotels, offices restaurants and gar-

dens blend happily with the fine old houses and co-
lonial buildings of this cosmopolitan city. 

Nicosia is a sophisticated and cosmopolitan city, 
rich in history and culture that combines its his-
toric past with the amenities of a modern city. Nic-
osia has established itself as the island’s financial 
capital and its main international business centre. 
The ‘new’ Nicosia developed outside the walls be-
came a contemporary, business and cultural cen-
ter. Just a few miles away are enchanting places of 
interest such as Byzantine churches and monas-
teries, archaeological sites and charming villages. 
The uniqueness of such a combination makes the 
capital of Cyprus a place worth knowing and cer-
tainly a place worth visiting!

About Nicosia

Top Nicosia Landmarks
The city has a number of landmarks, which include 
the Cyprus Archaeological Museum, Venetian Walls, 
Famagusta Gate, Archbishopric, St. John’s Cathe-
dral and the Liberty Statue within the old city, ‘Laiki 
Yitonia’, State Gallery of Contemporary Art, Ledra 
Street and the ‘Levention’ Municipal Museum. You 
can also find many traditional taverns. There you 
can have lunch with local wine and drinks.

Cyprus Archaeological Museum

The first archaeological Museum of Lefkosia was 
housed in a building on Victoria St. in old Lefkosia, 
in the occupied part of the town. It was founded in 
1888 as a privately run institution to protect the 
finds that started to come to light during the first 
legal excavations undertaken during the British 
rule of the island. The Cyprus Archaeological Mu-
seum has a huge collection of important archaeo-
logical findings.

Archbishopric, St. John’s Cathedral

The Cathedral was built in 1662 by Archbishop 
Nikiforos on the site of an earlier building. Since 
the 18th century the Cathedral has been the place 
where all Archbishops of Cyprus are consecrated.

Venetian Walls

The capital city is surrounded by sturdy 16th cen-
tury stone walls built by the Venetians to replace 
the inadequate medieval walls they inherited. De-
spite being considered a great example of military 
defence of the era, they proved to be practically 
useless: The Ottomans overran the city before the 
construction could be completed. 

Liberty Monument

The Liberty Monument is on the Podocatro Bas-
tion of the city walls, close to the old aqueduct and 
within walking distance of the Famagusta Gate. It 
was erected in 1973 to commemorate the release 

from prison in 1959 of EOKA fighters. The monu-
ment portrays two EOKA heroes tugging on chains 
in order to open prison gates and release Greek 
Cypriot prisoners, peasants and clergy, from Brit-
ish colonial rule.

Famagusta Gate

The Famagusta Gate is one of the most interesting 
attractions. The Venetian walls which complete-
ly encircle the old city have eleven heart-shaped 
bastions (which gives them the shape of a hand 
grenade). There were only three gates to the city 
in the north, south and east and one of these gates, 
the Porta Giuliana called Famagusta Gate, has been 
restored and is now the Lefkosia Municipal Cultural 
Centre. One of the most typical quarters of the town 
close to Famagusta gate is also being restored.

Laiki Geitonia

Laiki Geitonia is a traditional neighbourhood in the 
pedestrian area of the ‘walled city’ of Nicosia, op-
posite the D’Avila moat and 0.3 km from Eleftheria 
square. Laiki Geitonia contains restorated houses 
that are examples of traditional Cypriot urban ar-
chitecture. The buildings date from the end of the 
18th Century, with building materials being mainly 
wood, sandstone and mudbrick. It is a pedestri-
anised area of narrow winding streets, combining 
residential houses with craft shops, souvenir shops 
and tavernas.

State Gallery Of Contemporary Art

Collection of paintings and sculpture by 20th cen-
tury Cypriot artists is housed in a restored building.

Ledra Street

This is a paved pedestrian way with shops and 
restaurants and starts at Eleftheria Square; it is 
one of the busiest shopping centers of the city. 
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Nicosia Public Transportation

Nicosia boasts a reliable and efficient public bus 
service which runs every day and covers the whole 
Nicosia District. The bus fare for a single journey is 
€1.50 (day fare) and €2.50 (night fare, after 21:00). 
The daily ticket with unlimited journeys costs 
€5.00 and the weekly ticket costs €20.00. Tickets 
can be purchased on the bus or before boarding, 
from the station. For more information about the 
bus routes and schedules visit www.osel.com.cy, 
Nicosia’s Transport Organization (OSEL Buses) 
website.

For ease of reference, OSEL Buses Route 116 
serves Semeli Hotel (John Kennedy Avenue), Hil-
ton Hotel (Arch. Makariou C Avenue) and Solomos 
square which is close to Classic Hotel (city centre). 

For further bus routes and more information please 
visit www.osel.com.cy.

Taxi Service

Taxis in Cyprus are relatively cheap and reliable. It 
is best to use a registered taxi company, therefore 
we recommend that you ask a member of staff at 
the Conference Help Desk who will be pleased to 
reserve a taxi for you.

Getting Back to the Airport
Private Transportation

Whether you require a transfer to Larnaca or Pa-
phos Airports, you can contact a member of staff 
at the on-site Conference Help Desk who will be 
pleased to reserve a taxi for you.

Public Transportation

Departing from Larnaca International Airport, you 
may take Kapnos Airport Shuttle towards Larnaca 
airport. Please visit their webpage for more infor-
mation and timetables, www.kapnosairportshuttle.
com. In case you would like to use the public bus 
service, you may use Intercity Buses (Nicosia - Lar-
naca) to go to Larnaca (Old Larnaca Hospital stop). 
From there you may use Zenon Bus route 417 to 
go to Larnaca airport. For more information please 
visit www.intercity-buses.com and www.zinonas-
buses.com.

Departing from Paphos International Airport, use 
Kapnos Airport Shuttle towards Paphos airport. 
Please visit their webpage for more information 
and timetables, www.kapnosairportshuttle.com. 
Alternatively, you may use Travel & Express (Inter-
city Taxi). For more information please visit www.
travelexpress.com.cy. 

For all tourist information concerning sites of interest, visit the official webpage of  
Cyprus Tourism Organization www.visitcyprus.com.

Please note that Cyprus has a comprehensive public bus network, with extensive 
inner-city routes and also major city and airport connections. You can find more informa-
tion at www.cyprusbybus.com.

Country code prefix +357

Directory Enquiry Service 11892

Private Doctors on Call 90 901432

Ambulance & Police 112

Pharmacies (after hours) 90 901412

Nicosia General Hospital 22 603000

Nicosia Transport Organization 77 777755 

Larnaca and Paphos International Airports 77 778833

Contact Details
Hilton Hotel
Address: 98 Archbishop Makarios III Avenue, Nicosia, 1077, Cyprus  
Phone: +357 22 377777 
Fax: +357 22 376101 
Email: hilton.cyprus@hilton.com.cy

Semeli Hotel
Address: 10 Petraki Giallourou Str, Nicosia, 1077, Cyprus
Phone: +357 22 452121
Fax: +357 22 670200
Email: hotel@semelihotel.com.cy

Classic Hotel 
Address: 94 Rigenis Street, Nicosia, 1513, Cyprus 
Phone: +357 22 664006
Fax: +357 22 670072
Email: reservations@gapgroup.com

Centrum Hotel 
Address: 15 Pasikratous street, Eleftherias Square, 1011 Nicosia, Cyprus
Phone:  +357 22 456 444
Fax: +357 22 873 560 
Email: suggestions@centrumhotel.net

Altius Boutique Hotel
Address:Acheon 1, Nicosia 1101, P.O. Box 24330, Nicosia 1703-Cyprus 
Phone: +357 22 255540 
Fax: +357 22 255541 
Email: info@altiushotel.com
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 HOTELS
 Cleopatra Hotel
 Centrum Hotel
 Europa Plaza Hotel
 Royiatiko Hotel

VENUES
 Cleopatra Hotel
 1888 Restobar

Easy Conferences Ltd has been in business since 1992 and has 
been specializing in the complete coordination and organization 
of conferences and all related activities. Through the develop-
ment of its own online registration software, in recent years the 
company has expanded its operations in various countries. We 
have extensive experience in organizing events ranging from 20 
to 2000 participants. We consult, manage and assist in every step 
of the process of any event, and strive to deliver top professional 
service throughout.

Our services extend from digital support, media promotion, con-
ference website development and management, management of 
all related activities, complete interaction with suppliers and par-
ticipants, online/on-site registration with secretariat, technical 
equipment and 24/7 phone support. We are adaptable and ex-
tremely flexible as we are aware of the unique requirements and 
budget restrictions that each conference may have. Our services 
may be provided on an all-inclusive or on an a-la-carte basis.

Special emphasis should be given to our own custom-made, one-
stop-shop Conference Management System, www.easyconfer-
ences.org, which offers participants the ability to sign up and 
within minutes, submit papers which can be evaluated online, 
register for the conference and workshops, book accommoda-
tion, airport transfers, social activities (participants and accom-
panying persons) and other related services, and finally pay for 
all services instantly online.

Our extensive experience and personal attention to every partici-
pant’s needs, backed up by a careful selection of our team and also 
the right partners, has created an impeccable track record that is 
our guarantee for watertight planning and coordination.

Please visit our company website, www.easyconferences.eu, for 
more information on our services, a list of upcoming and com-
pleted events, and several referrals from satisfied customers.

 

for your  
conference 

needs

we take 
care 
every detail

pin3 P.O.Box 24420, 1704, Nicosia, Cyprus  
� +357 22 591900   
� +357 22 591700 
� info@easyconferences.eu  

www.easyconferences.eu  
www.easyconferences.org

FLEXIBLE SOLUTIONS 
TO SUIT YOUR CONFERENCE NEEDS
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