-~
. . B Ref. Ares(2017)1846222 - 06/04/2
D6.2 M12 Education Course materials and platform Hce

g

e Eurobean Horizon 2020
P P x X ur pe_ - European Union funding
| - Commission for Research & Innovation

E-Infrastructures
H2020-EINFRA-2015-1

EINFRA-5-2015: Centres of Excellence
for computing applications

EoCoE

Energy oriented Center of Excellence
for computing applications

Grant Agreement Number: EINFRA-676629

D6.2 M12

Education Course materials and
platform

EINFRA-67662 M12 30/09/2016



D6.2 M12 Education Course materials and platform

Project and Deliverable Information Sheet

Project Ref: EINFRA-676629
Project Title: Energy oriented Centre of Excellence
Project Web Site: http://www.eocoe.eu
Deliverable ID: D6.2 M12

EoCoE | Lead Beneficiary: CEA
Contact: Edouard Audit
Contact’s e-mail: edouard.audit@cea.fr
Deliverable Nature: Report
Dissemination Level: PU
Contractual Date of Delivery: | M12 12/09/2016
Actual Date of Delivery: M19 06/04/2017
EC Project Officer: Carlos Morais-Pires

* - The dissemination level are indicated as follows: PU — Public, CO —
Confidential, only for members of the consortium (including the Commission
Services) CL — Classified, as referred to in Commission Decision
2991/844/EC.

Document Control Sheet

Title : D6.2 Education Course materials and platform month

ID : D6.2 M12

Document -
Available at: | http://www.eocoe.eu

Software tool: | Microsoft Word

Written by: Pawel Wolniewicz (PSNC)

Authorship | Contributors: | George Kirkos, Nicolas Jarraud (Cyl)

Reviewed by: | PEC, Edouard Audit, Nathalie Girard

Abstract:
The aim of this report is to present the current state of EOCOE training materials

delivered by task WP6.2.The main part of the report describe the first training modules
presented during EoCoE workshop.

EINFRA-67662 M12 30/09/2016

A\


http://www.eocoe.eu/
mailto:edouard.audit@cea.fr
http://www.eocoe.eu/

D6.2 M12 Education Course materials and platform

Content
R 101 1 oo [FTox { [ o SRRSO 4
2 2nd Project Meeting iN ROME .......coveiiiiciiee et 4
3 Training modules from Rome tutorial SESSION...........cceviiiririiiiieiee e 6
3.1  Programming-model design and implementation for the Exascale, Olivier
AUMAGE, INRIA L bbb st e e bb e e be e e abee e 6
3.2 Computing Kernel Autotuning Using BOAST ..., 8
3.3  Electronics structure calculations in HPC framework: Solutions for profiling,
load-balancing and POSt-PrOCESSING .......civiiieiieieeie e ens 10
3.4 ParFlow functionalities and implementation with JUBE. ...............ccocviviiiiieiienne. 12
3.5  Visualizing a grid mesh with Visir SORtWare ...........ccccooeveeieieiecce e 14
4 Partnerships With PRACE/PATC ....oo ottt sttt 16
5  Training MOAUIES rEPOSITONY ......cveieiiiiiiiiiiieie e 16
5.1 EOCOE dOCUMENt FEPOSITONY ......civieieciiiiiiecie ettt sne s 16
5.2 WeConext VIdeo rePOSITONY .......ccveiuiiiiiieeiieeieseese e s eesteeee e sre e sreenae e snes 17
5.3 MOOC PIALTOIM ..o 18
6  Summary and plans for the NeXt PEriod ...........cccceviiiiciie i, 19
EINFRA-67662 M12 30/09/2016

A\



D6.2 M12 Education Course materials and platform

1 Introduction

Deliverable D6.2 presents the current state of EOCoE training materials delivered by
task WP6.2

In the EOCoOE Description of Work the task 6.2 is defined as follows:

“Education will be provided through close partnerships with PRACE/PATC and other
organisations and partners training facilities to disseminate the skills, best practices and
know-how of EoCoE to Doctoral/Master’s/Professional trainings in the use of
computational methods and tools and optimisation of applications. Actions led by Cyl
will include: Creation of multimedia modules for academic courses and professional
training, delivery of short courses for professionals, delivery of academic
courses/modules through existing PhD/MSc programmes, MOOCs and a
supplementary e-learning platform. PSNC, CNRS and INRIA will co-organise training
sessions and participate in preparation of multimedia training materials.”

Training modules should document the work achieved by EoCoE project. Therefore
the tasks 6.2 should be more active in the second part of the project as results from
Work Package will be ready. In the first year of the project the task 6.2 focused on two
activities:

- Prepare first training session and training modules

- To find the platform for storing and delivering training modules

2 2nd Project Meeting in Rome

Face to Face EoCOE project meeting was organised in Rome, 30" November - 2™
December 2016.

This was the second of bi-annual face to face meeting of the Energy oriented Centre of
Excellence in computing applications EOCoE .

The meeting consisted of three parts.
e Tutorial session held on Wednesday morning
e The public part (video recorded) is a session which presented the results of the
project in a plenary session which will held on Wednesday afternoon.
e The rest of the meeting consists of different workshops and committees. These are
for EOCoE members or on invitation only.

The program of tutorial session is presented below.
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D6.2 M12 Education Course materials and platform

Wed. EoCoE Tutorial programme
November 30

Room (seats) Conference Hall (100)

8:30 AM Registration
(since)
9:00 AM Advanced programming methods for Exascale
Programming-model design and implementation for the Exascale, Olivier Aumage, INRIA

10:45 AM Coffee break
Energy oriented computing applications

11:00 AM 1. Computing Kernel Autotuning Using BOAST, Brice Videau

11:30 AM 2. Electronics structure calculations in HPC framework: Solutions for profiling, load-balancing and
post-processing, Thierry Deutsch

12:00 PM 3. ParFlow functionalities and implementation with JUBE. Sharples, Kollet, Naz and Goérgen

12:30 PM 4, Visualizing a grid mesh with Visir software, Alexis Loyer, INRIA

1:00 PM Lunch break

Figure 1 Agenda f Rome workshop training session

The focus on the tutorial presentations is on the services provided by EoCoE project.
Tutorials present what is available, and how this helps scientists in their work in energy
oriented areas and how users can use the services.

All plenary sessions were recorded. The video of the tutorial session are part of training
modules.

The general EoOCoE recommendation for all training modules is that there should be two
version of the videos: short (about 10 minutes) overview and complete recording.

From the short overview users should get the general idea about the service, what resources
are available, what prerequisite are needed, where the service is available, how to start
working with it and where to ask about details etc.

The complete presentation can contain more details, demos, examples etc. Some short
guided exercises also can be conducted in this part if this possible and useful.
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D6.2 M12 Education Course materials and platform

3 Training modules from Rome tutorial session

3.1 Programming-model design and implementation for the Exascale,
Olivier Aumage, INRIA

The tutorial was focused on Programming models for modern architectures. In the first
part the overview of Modern HPC platform was presented including runtime systems
and abstraction of application workloads. The second part of the tutorial focused on
practical example of using the sequential task flow programming model with the
StarPU Task-Based Runtime System.

StarPU is a task-based runtime system for heterogeneous platforms coupling a
performance modelling scheduler with a distributed shared-memory manager.

The tutorial based on experiences of EOCoE Partner INRIA STORM team (Statical
Optimizations and Runtime Methods team). The team deals with the parallelism
complexity challenge, providing a coordinated set of programming tools and techniques
before (compiler), during (runtime) and after (analysis) program execution. Team STORM
aims at combining strengths along these three directions: High level domain specific
languages; Runtime systems for heterogeneous, many core platforms; Analysis and
performance feedback tools.

The screenshot from tutorial and sample slides from tutorial presentation are presented
below. The whole material is available at web page:
http://public.weconext.eu/eocoe/2016-11-30/video_id_000/index.html

7~

@Es:::-C-::::-E

November 30th 2016

Paris. France

Programming Modern HPC Platforms

Proar ina Modern HPC Platform - :
Programming Modern HPC Platforms Task-based Programming Model + Delegated Execution Model

Olivier Aumage, Team STORM
Inria — LaBRI
olivier.aumage@inria.fr

Olivier AUMAGE

1

Team STORM
1 Programming Modern HPC Platforms
 Hardware Evolution
: Technology Dilemma for the Application Programmer
: Technology Dilemma for the Application Programmer
. Answer: Use runtime systems! ey SECERT SET o

Rich Media produced by \Veconexi®

Figure 2 Title slide from the training module
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D6.2 M12 Education Course materials and platform

Technology Dilemma for the Application Programmer

Use tempting, bleeding edges features?
« Efficiency
= Convenience
» Portability?
— What if the application is used on different hardware?
. Adaptiveness?
— What if hardware resource availability/capacity is higher? Lower?
« Cost?
— Is it worthwhile to use such “specific” features?
. Long-term viability?
= Vendor-tied code?
— Is it worthwhile to invest into parting on such platfarms?

Sequential Task Flow Graph Building

Example: Cholesky Decomposition

for (j =05 j < N; j++) {
task_insert{ POTRF (RW,A[31(5]1) );
for (i = j*1; i ¢ H; i++)
task_insert( TRSM (RW,A[i1[j1, R,A[§1[31) ),
for (1= j*1; i < M3 i++) {
task_insert( SYRK (RW,A[1][1i], R,A[11[31) );
for (k= j*i; k < i; kes)
task_insert( GEMM (RW,A[i][x],
R,ALIL3], R ALKICG1) 35

13
¥

=S

+ Tasks are submitted asynchronously
» StarPU infers data dependences...
. and build a graph of tasks

» The graph of tasks is executed

Figure 3 Sample slides from tutorial presentation
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The Role(s) of Runtime Systems: Optimization

« Capitalize on workload look-ahead to bring performance-criented added
value

— Requests aggregation

— Resource locality

— Computation offload

— Computation transfer overlap

» Take advantage of the cross-cutting point of view of the runtime system
— Perform global optimizations when possible

» Out-weight the cost of an extra, intermediate software layer
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Writing a Kernel Function for CUDA

1 static __global__ veid vector_mult_cuda(unsigned n,
float svector, float facter

3 unsigned i = blockldx x=xblockDim .x + threadldx x;

a if (i< n)

s vector [i] += facter;

o )

¢ extern "C" void scal_cuda_func{void xbuffers[], void =cl_arg)

¥ struct starpu_vector_interface =vector_handle = buffers

) unsigned n =
! float svector =

TECTOR_GET XX ({vectar_handle);
CTOR_GET_PTR(wvector_handle):

= float =ptr_facter = cl_arg;

=

s unsigned threads_per_block = 64;

. unsigned nblocks = (n+threads_per_block —1)/

threads_per_black;

w vector_mult_cuda<<<nblocks
" starpu_cuda_get_local_stream ()>=>(n, vector =

ptr_facter);
L T——
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D6.2 M12 Education Course materials and platform Mece

3.2 Computing Kernel Autotuning Using BOAST

The tutorial presents BOAST metaprogramming framework in order to do some autotuning
on scientific applications kernels.

BOAST is aiming at generating parametrized source code. The aim is for the programmer
to be able to orthogonally express optimizations on a computing kernel, enabling a
thorough search of the optimization space. This also allows a lot of code factorization and
thus code base reduction.

BOAST allows the description of a computing kernel and its possible optimization
using and embedded domain specific language (EDSL). The kernel and a combination of
optimization can then be generated in a target programming language of choice
(FORTRAN, C, CUDA or OpenCL). BOAST can then benchmark (using a selected
compiler and compiler options) and test the generated kernel for regressions.

The tutorial presents the idea of BOAST and practical example of using BOAST with
Gysela.

The screenshot from tutorial and sample slides from tutorial presentation are presented
below. The whole material is available at web page:
http://public.weconext.eu/eocoe/2016-11-30/video_id_001/index.html

/ Introduction o A Parametrized Generator Case Study Conclusions Bibliography
N
) ~ I@
N

SN
QECCOE | s
» et LA é“i?* erformance Portability Using Meta-Programming and

Auto-Tuning

NOV@???ES}E <916 Brice Videau '3, Kevin Pouget !, Luigi Genovese 2,
Thierry Deutsch 2 Julien Bigot 5, Guillaume Latu ?, Virginie
Grandgirard 4, Dimitri Komatitsch 3, Frédéric Desprez !,
BOAST Performance Portability Using Jean-Francois Méhaut

Meta-Programming and Auto-Tunin
- = v i 9 1INRIA/LIG - CORSE, 2CEA - L_Sim, 3CNRS, *CEA - IRFM, 5CEA - Maison de
la Simulation

) EoCoE Rome meeting -
Brice VIDEAU November 30, 2016 aEi;‘;Ce:::-E

BOAST 11 /19

Fintroduction
: Scientific Application Portability 3
! HPC Architecture Evolution

! Related Work

| « A Parametrized Generator

! Classical Tuning of Computing Kernels !
{BOAST Workflow ) . -

Rich Media produced by \Weconexi®
Figure 4 Title slide from the module
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Introduction (A Parametrized G tor)

50 Study

BOAST Workflow

Canclusians

Development Source Compilation

Code

Transformation
Generati
Source Code

@ Meta-programming of optimizations in BOAST

Performance
Aralysis

Optimization

Deseluper

@ High level object oriented language

BOAST

-

;E CoE

6/12

@ Ge

)

Caso Study Conclusions

BOAST Architecture

T ary
p s "A 2 ‘ Tt MAGAD

| |
iy
Kernel

[—
4| messuraments

Bibliograph

e seriten 1,

BOAST DSL

2
Sielert farger|
Lauguage

Sslect performance
metrics

T
el

Salect compiler
and aprinns

‘ -

;E:-C

BOAST 7,

(et £ B ey )

Canclusians

Gysela 2d Advection

Gysela: Gyrokinetic Semi-Lagrangian
Tokamak plasma simulation for fusion (ITER)
@ Preparation steps
@ Extract 4 targeted routines from Gysela (subpart of 2d advection)
s Change API of the 2d advection kernel
only arrays of integers and floats for inputs/outputs
(transmitting data structures is possible but mare complex)
o Define valid fake inputs for the kernel to design a regression test
@ Integrate the reference/original version into BOAST

@ Install ruby & BOAST on 4 parallel machines

» Easiest step
o Get a working compilatien fexecution of the kernel: a bit more
difficult

@ Write a meta-program that prints a program

© Need to learn a little bit of ruby & BOAST

@ lncremental approach: begin with internal routines then external
@ Identify what are the parameters of the auto-tuning

© Integrate the best kernel version to the Gysela compilation process

BOAST

AP | Generator

;E‘ C:E

8/19

(Case Study)

Conclusions

Auto-tuning on INTEL Haswell (2015)

Bibliography

Auto-tuning for 2D advection
Computing center at Montpellier

24-cores node - 21 aveerien kennc, average excetion (e

Intel E5-2690 v3, 2.60GHz ROAST o ©
de0s o 1
Result of the scan EES
(best parameters); s
s b |
tlang: FORTRAN
‘unrelli true 25005
:force.inline: true
‘intrinsic: false et ]
‘blocking. size: 4
imodule: intel/14.0.4.211 R
n an 0 150 200 50
-
Speedup: 2.0 -

BOAST 12

Figure 5 Sample slides from tutorial presentation
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D6.2 M12 Education Course materials and platform Mece

3.3 Electronics structure calculations in HPC framework: Solutions for
profiling, load-balancing and post-processing

The tutorial focused on how to investigate and interpret performance issues and
performance opportunities in view of exascale applications in the context of electronic
structure calculations. BigDFT tool is used which help computational physicist to focus on
the preparing algorithms and computation input rather than dealing with specific hardware
optimisations. The presentation included example input description in YAML based
language.

BigDFT is a DFT massively parallel electronic structure code (GPL license) using a
wavelet basis set. Wavelets form a real space basis set distributed on an adaptive mesh (two
levels of resolution in our implementation). GTH or HGH pseudopotentials are used to
remove the core electrons. Thanks to our Poisson solver based on a Green function
formalism, periodic systems, surfaces and isolated systems can be simulated with the
proper boundary conditions.

More information about the tool can be found at www.bigdft.org/
The screenshot from tutorial and sample slides from tutorial presentation are presented

below. The whole material is available at web page:
http://public.weconext.eu/eocoe/2016-11-30/video_id_003/index.html

(ﬂ E ( E iz EoCoE project Meeting
» ' ' "f":ggf‘%g ENEA HEADQUARTERS

ROMA, ITALIA

November 30th 2016 HRC

FaTiEce BOFT and Electronic structure calculations in HPC
framework: Solutions for profiling, load-balancing
Electronic structure calculations in HPC |, n amfpost-processing

framework: Solutions for profiling

load-balancing and post-processin s g :
T g and past-processing Luigi Genovese, Brice Videau, Thierry Deutsch

Luigi GENOVESE L_Sim — CEA Grenoble

November 30, 2016

[Sim  Laboratoire de Simulation Atomistique : s Lusgi Genovese, Brice Videau, Thierry Deutsct

1 Origin of the BigDFT project

! DFT and HPC: see letters in common?

Analysis of traditional DFT calculation

| ADFT code based on Daubechies wavelets

! Intranode bandwidth problem

AODENMPDARANCHZATION, . o sossirmmepmaem v e e e e o N

Rich Media produced by Veconexi®
Figure 6 Title slide from the module
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D6.2 M12 Education Course materials and platform

4 DFT-and HPC: see letters in common?

" Routinely (e.g. Production) used DFT calculations are:
@ Few hundrads of processors

@ Paralle| intensive operations (blecking communications,
60-70 percent efficiency)

o

2130FT 20

o @ Not freshly optimised (legacy codes)
BTt
HPZ » Optimislic estimation: 10 GFlop/s per core x 2000 cores
nllx‘ﬂ ® 0.9 =~ 20 TFlop/s )
Citoues o
Prmpositions

@ Slill benelil rom petafloppic machines
Peak perf. is out-ef reach, but naw things can be done
@ Lots of application at nano- and meso-scale
High-throughput, phase-space exoloration

/

Are elecironic siruslure caleulalions codes ready”? |

B Lesomkors e Smuktion Axemistque  brtpi//iracacee £1L Luii Cenavese, Bricé Wdau, 196y Déwsc-

“O(¥) — Per-atom computational resources

CPU Ry pet om
Lr)
O W oNxw

Citoues 01

mrtardtaen
@ 20 min for 18 000 atorrs

Prapositions

@ CPU lime and memory = N
= Motivates the noticn of
“CPU minutes per atom”

@ Useful O[N) DFT computing
at Lab-Scale "

cosdtROBRINY

[Ein  Lasobor de Smukbon Acmistaue  brtyi//lraz.cee 1L S Lugi Cencvese. Drice Widkau. ey Dewsct

Figure 7 Sample slides from tutorial presentation
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A DET code based on Daubechies wavelets

A Daubechies wavelels basis has unique
oroperties for DFT usage

@ Systematic, Orthogenal

230FT 2w
Ps i
L @ Locaiised, Adaplive
BDET un
P2 @ Kohn-Sham cperators are analytc
)
00T
res) G= Z;"”)’Cid
Propositions

@ Peculiar numericz| properlies

Big & inhomogeneous systams I ]

[Sin  Lasombors de Smuketion dxcistque bty irac.cas £1/L 30

BigBFT breakdown process (1.8.0)

Lugi Cencvese, Drice Wideau, "Hermy Déwise:

sl
PEENTRL)
u -7 s .\\
e % .4 \‘
we o _—{et. \  Eachssclion of BigDFT
254 P AN TR B 3
it Vo7 T\ Ny is, when appropriate.
e / 'l’ ey [\ e ),  defined as amodule
ADFT s ! | s ‘\,I\ \ /| with its own build
HPZ -y \ S b / STy
s k\ | g \ S R J ;yslemland compilation
0" \‘\ Y \ ‘;"\ “:"" /  instructions. At present:
N
) N / X e FUTILE1.0
Propositions e iialle \\ f 7
wa N\ |/  echessio
Y /
4 \,\.' /" e PSoler18
-
\ ey e Caln 1.0
VoA
\
Tiwwenl
iy
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D6.2 M12 Education Course materials and platform

3.4 ParFlow functionalities and implementation with JUBE.

JUBE is one of the main tool used in our workshop and it was enhanced thanks to EoCoE.
Some team were formed during the workshops, with this tutorial EOCoE member at large
are aware the possibility offered by the performance analysis tools and methodology
developed within EoCoE

The JUBE benchmarking environment provides a script

based framework to easily create benchmark sets, run those / J U B E

sets on different computer systems and evaluate the results BENCHMARKING
ENVIRONMENT

Benchmarking a computer system usually involves numerous tasks, involving several runs

of different applications. Configuring, compiling, and running a benchmark suite on several

platforms with the accompanied tasks of result verification and analysis needs a lot of

administrative work and produces a lot of data, which has to be analysed and collected in a

central database. JUBE provides a benchmarking environment and all these steps can be

automated..

For each benchmark application the benchmark data is written out in a certain format that
enables the benchmarker to deduct the desired information. This data can be parsed by
automatic pre- and post-processing scripts that draw information, and store it more densely
for manual interpretation.

More information about JUBE can be found at
http://www.fz-juelich.de/ias/ijsc/EN/Expertise/Support/Software/JUBE/ node.html

The screenshot from tutorial and sample slides from tutorial presentation are presented
below. The whole material is available at web page:
http://public.weconext.eu/eocoe/2016-11-30/video_id_002/index.html
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-«

#ECE

November 30th 2016 Using JUBE as a flexible development,

Paris, France

")e.oye‘rbund .IIH%ZgrSys ” J U LI C H

NGl
FORSCHUNGSZENTRUM

benchmarking and runcontrol framework

Using JUBE as a flexible development,

benchmarkmg and runcontrol Nov 30- Dec 2, 2016 | Wendy Sharples'?, Stefan Kollet*®, Bibi Naz*?, Klaus Goergen®*,

framework llya Zukov’, Thomas Breuer®, Sebastian Luers*

; ' SimLab TerrSys, Jilich Supercomputing Centre, R ch Centre Jilich
Wendy SHARPLES ? Centre for High Performance Scientific Computing in Terrestrial Systems (Geoverbund ABC/J)
Agrosphere (IBG-3), Re: ch Centre Jilich
* Application Support, Julich Supercomputing Centre, Ri arch Centre Jilich

! Introducing JUBE

: JUBE example workflow

| JUBE features

| Use case: ParFlow

 What does running ParFlow entail?

Rich Media produced by Weconexi®

#) )0LicH

0JULICI1

Introducing JUBE JUBE example workflow

Configure, compile, and run a benchmark suite on several platforms

- provides a script based framework to easily create benchmark sets,

and run those sets on different computer systems
+ Result verification and analysis:

- the benchmark data is written out in a certain format that enables
the benchmarker to deduct the desired information easily

§| + Without a benchmarking environment all these steps have to be
performed by hand i e T —

i« Actively developed at JSC, FZJ, Jilich (S. Luhrs and T. Breuer) ;

harplss et sing | ROME, sl Nov- 2nd Dec. 2

#) JULICH

Use case: ParFlow Profiling using JUBE
Integrated parallel watershed model, fully coupled dynamic
2D/3D hydrological, groundwater and land surface
processes

« In built profiling options using Score-P, Scalasca, Allinea, Darshan,

Extrae, VectorAdvise and Paraver

Ground Surface

Infiltration Front

P

i:igure 9Sample slides from tutorial preséntation
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3.5 Visualizing a grid mesh with Visir software

The tutorial presented the example usage of Visir software for generation, optimisation and
visualisation of mesh.

Vizir is an interactive mesh visualization and modification software, which aims at
gathering INRIA dynamic libraries (3D mesh generator, 3D adaptative remeshers,
solvers...). The primary intent is to facilitate the computation process, from the geometry
recuperation to the solving step, through the mesh generation.

Vizir is based on various technologies:

e Qtand OpenGL for graphic interfaces.
e libmesh6

More information about Visir can be found at
https://www.rocq.inria.fr/gamma/gamma/vizir/

The screenshot from tutorial and sample slides from tutorial presentation are presented
below. The whole material is available at web page:
http://public.weconext.eu/eocoe/2016-11-30/video_id_004/index.html

~ An iatroduction to Vizir : An interactive mesh
P E E visualization and modification software
» : = Adrien Loseille, Hervé Guillard and Alexis Loyer
Contact: Adrien.Loseille@inria.fr, Herve.Guillard@inria.fr, Alexis.LoyerQinria.fr
November 30th 2016 INRIA

Paris, France

@ Vizir in a nutshell
O Examples of applications

An introduction to Vizir : An interactive

mesh visualization and modification
=y “ : Q@ Vizir display models

software

4

Adrien LOSEILLE &i«-«mmﬂmm«-
zla—

~l
| Vizir in a nutshell "
: Overview of applications
Vortical Flow Behind a F117 fighter
i Non Manifold Case
| Parallel case 1/3: Process Overview

Parallel case 2/3: Shared/Distributed Parallelizaton %
Rich Media produced by \Vecone ®
Figure 10 Title slide from the module
EINFRA-67662 M12 30/09/2016
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Vizir in a nutshell wni | Overview of applications v

Vizir within EocoE project

)

o Provides mesh generation capabilities

o Based on reeb-graph (see talk of H. Guillard)

o Specific GUI : define a domain, pick iso-line, quad/tri meshes
o API to our meshing algorithms

Anisotropic mesh generation [ osile sud menier 1R 2013], boundary layer and
hybrid [1eseiie and Lanner, 1R 2012], coarse-grained parallel [iessite, tenier and Alauze

51, CAD projection with volume.
o Aerodynamics
o Unsteady flows
o Boundary-layer mesh generation
o Slug flows
°

Free surface flows

“ “\m

Problem:

@ F117 fighter geometry
@ Flight conditions:

o Mach 0.4
o Angle of attack 20°

Computer:
© 2 chips: Xeon E5-2670 10 cores 2.5 GHz - 64 GB RAM
© Both chips are connected by 2 QP links with a speed of 16 GB/s

Simulation parameters:
© 128 mesh adaptations - 4 fixed point iterations
@ Adaptation on local Mach variable
@ Average  vertices 741885 and # tetrahedra 4421 690
@ Final mesh # vertices 1037 548 and # tetrahedra 6203083

Vizir o

Figure 11 Sample slides from tutorial presentation

EINFRA-67662

Solution visualisation op-
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4 Partnerships with PRACE/PATC

EoCoE participates in PRACE Training. The following sessions have beneficiated from
EoCoE expertise:
o Parallel filesystems and parallel 10 libraries @MdIS https://events.prace-
ri.eu/event/569/ 6-7 Mars, organized by M. Haefele
e Scientific workflows, "on demand" event, organized by PATC France, EoCoE and
ECAM Organizers: M. Kern, M. Mancip, M. Plociennik, date TBA (Apr / May 17)
e Parallel I/0 and Portable Data Formats organised by JSC, EoCoE Participant
Sebeastian Lihrs, 13 - 15 March

5 Training modules repository

5.1 EoCoE document repository

EoCoE uses a collaboration platform which is accessible for all members of the project at
link project.eocoe.eu. The part of the platform is Document Repository. It was decided that
in the first project phase it will be used for storing training modules, too. All training
presentation from Rome workshop are available in the document repository in the
dedicated folder. Recorded videos are available at WeWonext site and linked to the main
project page. This solution is adequate for first project phase, while the number of training
modules isl not yet big. After review of the results and feedback from Rome session and
after taking into account the types of training materials produced by EoCoE we conclude
that it is advantageous to use specialised training service.

EINFRA-67662 M12 30/09/2016
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Figure 12 Screenshop of the EoCoe Document Repository

5.2 WeConext video repository

Videos from Rome tutorials were recorded by WeConext and stored and their repository
avaible at http://public.weconext.eu/eocoe/2016-11-30/index.html

All modules are prepared in the same style and contain:
- Video of the presenter
- Current slide
- Index of slides

The view of the page with Rome training materials is shown below.

EINFRA-67662 M12 30/09/2016
17


http://public.weconext.eu/eocoe/2016-11-30/index.html

A\

D6.2 M12 Education Course materials and platform

ECE November 30th 2016
Paris, France

VA \

Programming Modern HPC Platforms
Olivier AUMAGE

A
|

Date: 2016/11/30 Duration: 01:55:34

BOAST Performance Portability Using Meta-Programming and Auto-Tuning
Brice VIDEAL

Date: 2016/11/30 Duration: 00:32:50

Electronic structure calculations in HPC framework: Solutions for profiling, load-balancing and post-processing
Luigi GENDVESE

Date: 2016M1/30 Duration: 00:25:54

Using JUBE as a flexible development, benchmarking and runcontrol framework
Wendy SHARPLES

148

! Date: 2016111720 Duration: 00:12:41

Figure 13 Training materials available at WeConext site

5.3 MOOC platform

Document server is focused on storing project files. Weconext site is perfect for publicise
EoCoE recorded events. But modern training platform could be more than just repository
of videos or files. To deliver a high quality training it is recommended to provide a
specialised services on top of a training modules repository. Advanced training repository
should support massive open online courses (MOOC) - online courses aimed at unlimited
participation and open access via the web. In addition to traditional course materials such
as filmed lectures, readings, and code examples, many MOQOCs provide interactive user
forums to support community interactions among students, professors, and teaching
assistants (TAs). MOOC:s are a recent and widely researched development in distance
education which were first introduced in 2008 and emerged as a popular mode of learning
in 2012

There are different possibilities to evolve from simple storage repository into an advanced
learning platform .

- Adapt project repository to training requirements. EoCoE collaborative platform
consist of a set of tools that can be useful for learning platform: document
repository, media library, calendar, wiki etc. However there are same problems to
solve while using it as learning platform. The most important issues include access
permissions to all materials and the structure of repository.

- To use WeConext platform. With the Weconext platform it is easy to maintain an
online space of reference to efficiently federate a network of experts. It supports
working at distance while keeping control on data and share knowledge with a
reinforced safety. The platform have a range of tools including storage of all types

EINFRA-67662 M12 30/09/2016
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of data, shared calendars, forums, surveys and reporting tools.

- To use a dedicated learning environment. Some tests and analysis of different
MOOC:s learning environments were conducted in the first year of the project and
as a result we recommend Moodle as a training service. Moodle (the Modular
Object Oriented Dynamic Learning Environment) has been around for over ten
years. It is a free and open-source software learning management system written in
PHP and distributed under the GNU General Public License. Developed on
pedagogical principles, Moodle is used for blended learning, distance education,
flipped classroom and other e-learning projects in schools, universities, workplaces
and other sectors. With customizable management features, it is used to create
private websites with online courses for educators and trainers to achieve learning
goals. allows for extending and tailoring learning environments using community
sourced plugins.

With the feedback from users of the first training modules we will be able to assess user’s
experiences and requirements and to recommend the possible evolution of EoCoE learning
platform.

6 Summary and plans for the next period

First EOCOE training session was conducted during Rome workshop. Based on this
experience the project can continue with delivering more training and preparation of
training modules.

The tutorials from Rome workshop are only the first EoOCoE training modules and
more modules will be prepared when the results from workpackages will be ready.
The experience from the firsts training sessions show that the training modules can
consist of presentations, short videos, complete videos, code example, documentation
etc. Taking it into account we can conclude that simple repository in the form of
document server is suitable for handling limited number of training materials, but
should be enhanced towards MOOC in the next part of the project.
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